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ABSTRACT
Software maintainability is a key external attribute of software quality that assesses how effectively 
and efficiently software can be modified by those who maintain it. The maintainability level is 
predicted using a machine learning model based on several software quality attributes, which can 
then be used to support decision-making during the software maintenance process. The previous 
research revealed that the generated predictive models for software maintainability levels still do not 
meet the established accuracy standards. This study discusses machine learning models built using 
several individual models, such as Lasso Regression, KNN, Regression Tree, M5Rules, SVM, and 
ANN, along with ensemble methods like Bagging and AdaBoost. Additionally, feature selection 
techniques are considered to identify the best features to improve the performance of the software 
maintainability prediction model. This study aims to investigate the performance of machine learning 
models in various datasets. The performance is evaluated using three metrics: MMRE, MAE, and 
Pred. The results show that the ANN algorithm is the best in almost all individual models with a 
score of MMRE 0,88. Ensemble methods have been proven to enhance the performance of models, 
given that the ensemble methods and individual algorithms used are appropriate. Feature selection 
techniques can improve some machine learning models by appropriately removing features, and 
the algorithms used match the data distribution with MMRE 0,84. 
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INTRODUCTION
The capacity of a software product to 
satisfy explicit or implicit needs under 
predetermined circumstances is known as 
software quality. Although it cannot be 
assessed directly, software maintainability 
can be predicted using a model built on 
several internal software quality factors. 
(Land, 2002).
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One measure of maintainability is maintenance effort, often gauged by the extent of 
changes needed (Alsolai & Roper, 2020). Accurate predictions of maintainability can aid 
decision-making, improve maintenance efficiency, compare project productivity and costs, 
and help with resource allocation (Elish & Elish, 2009). Various studies have proposed 
models using techniques like general regression neural networks (GRNN) (Thwin & Quah, 
2005), Bayesian network (Koten & Gray, 2006), k-nearest neighbors (KNN) (Alsolai et al, 
2018), and artificial neural networks (ANN) to predict software maintainability. However, 
many of these models still fail to meet accuracy standards (Alsolai & Roper, 2020). A reliable 
method to enhance model accuracy is by employing ensemble models, which integrate 
multiple individual models. (Alsolai et al, 2018). Feature selection techniques can also 
enhance model performance (Kumar et al., 2019).

This study uses a publicly available software maintainability dataset from the Zenodo 
repository, developed by Hadeel Alsolai , which includes Java-based, class-level data from 
five different software systems. This research utilizes larger and more up-to-date datasets 
in various programming languages to enhance the generalization and effectiveness of 
maintainability prediction models. Feature selection techniques are applied to identify 
the most relevant metrics, and ensemble models are also considered. Model performance 
will be evaluated using regression metrics and compared to models from previous studies.

MATERIALS AND METHODS

Research Methodology

This research utilizes a framework that refers to several previous studies and has been 
modified for the model creation process, which will then be evaluated using various 
related formulas to measure model performance. The proposed framework in this study 
is illustrated in Figure 1. Each generated model is obtained from the implementation of 
the 10-fold cross-validation technique, thus undergoing generalization capability checks.

Dataset

The datasets that used in this study is shown in Table 1. The dataset has 17 independent 
features. These features are shown in Table 2.

Table 1 
Dataset

Datasets Number of Class
Eclipse JDT Core 695
Eclipse PDE UI 1209
Equinox Framework 276
Lucene 539
Mylyn 1537
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Table 2 
Metrics on the software maintainability prediction dataset

Lack of 
Cohesion in
Methods 
(LCOM)

Number of
Children 
(NOC)

Depth of 
Inheritance
Tree (DIT)

Coupling 
Between
Objects (CBO)

Response for
Class (RFC)

Weighted 
Method
Count (WMC)

FanIn FanOut Number of 
Attributes
(NOA)

Number of 
Attributes
Inherited 
(NOAI)

Lines of Code
(LOC)

Number of 
Methods
(NOM)

Number of 
Methods
Inherited 
(NOMI)

Number of 
Private
Attributes 
(NOPRA)

Number of 
Private
Methods 
(NOPRM)

Number of 
Public
Attributes 
(NOPA)

Number of Public Methods 
(NOPM)

Evaluation Metrics

The evaluation metrics used include MMRE, MAE, and Pred. Each metric plays a crucial 
role in addressing regression problems. This study uses several accuracy measurements for 
the predictive model, as shown in Table 3. The more precise the prediction model created, 
while utilizing MMRE and MAE measurements, the smaller the resultant value. (Kumar 
et al., 2019). Meanwhile, the prediction model generated for Pred(q) data is more accurate 
the higher the obtained value. (Koten & Gray, 2006).

Figure 1. Purpose method
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Table 3 
Regression evaluation metrics

No Metrics Formula Description
1 Magnitude of 

Relative Error 
(MRE)

𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =
|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 |

𝑦𝑦𝑖𝑖
 

Using 
𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =

|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 |
𝑦𝑦𝑖𝑖

 
 to represent the actual value and 

𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =
|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 |

𝑦𝑦𝑖𝑖
 

 to represent the predicted value, MRE 
calculates the absolute difference between the 
two values, divided by the actual value.

2 Mean 
Magnitude of 
Relative Error 
(MMRE)

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑛𝑛
�𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖

𝑖𝑖=𝑛𝑛

𝑖𝑖=1

 
 MMRE means the average value of MRE

3 Mean Absolute 
Error (MAE) 𝑀𝑀𝑀𝑀𝑀𝑀 =

1
𝑛𝑛
�|𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖 |
𝑖𝑖=𝑛𝑛
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 With 
𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =

|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 |
𝑦𝑦𝑖𝑖

 
 standing for the actual value and 

𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 =
|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖 |

𝑦𝑦𝑖𝑖
 

 
for the anticipated value, MAE calculates the 
mean of the absolute differences between the 
two values.

4 PRED (Pred(q))
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑞𝑞) =

𝑘𝑘
𝑛𝑛

 The Pred function calculates the proportion 
of a dataset's examples where the MRE is less 
than or equal to a specified threshold, q. In this 
case, n is the total number of instances in the 
dataset, k is the number of instances having an 
MRE less than or equal to q, and q is a defined 
value.

RESULT AND DISCUSSION

Based on Figure 2, it is known that with the implementation of the bagging ensemble 
method on individual models, the resulting performance does not always improve. There 
are several algorithms whose performance decreases on certain datasets, such as the RT 
algorithm on the Lucene dataset and the M5Rules algorithm on the Eclipse JDT Core, 
Eclipse PDE UI, and Mylyn datasets. However, for some algorithms on certain datasets, 
such as M5Rules, MLP, ANN, and RT, there is a significant performance improvement. 
Generally, the SVR algorithm improves performance on all datasets, although not 
significantly. The ANN algorithm improves performance on four out of five datasets.

Based on Figure 3, it is known that with the implementation of the AdaBoost ensemble 
method on individual models, the resulting performance does not always improve. The 
results show that the ANN algorithm has the best performance on almost all datasets 
compared to other models in terms of the MMRE metric. The best performance was shown 
on the Lucene dataset with an MMRE of 0.78.

Table 4 shows that feature selection techniques improve the performance of some 
algorithms and decrease the performance of others. However, in these individual models, 
the performance improvement is more dominant compared to the performance decline. 
The result of 12 selection features are CBO, FanIn, FanOut, LCOM, NOA, LOC, NOM, 
NOPRA, NOPRM, NOPM, RFC and WMC.
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Figure 2. Performance individual model and 
ensemble bagging model

Figure 3. Performance of the individual model and 
the ensemble adaboost model

Table 4 
Performance model with selection feature

Models MMRE
Lasso 
Regression

Eclipse JDT 
Core

Eclipse PDE 
UI

Equinox
Framework

Lucene Mylyn

KNN 3.06 4.58 6.86 19.76 4.97
Regression Tree 11.57 3.77 6.63 4.90 4.21
Multilayer
Perceptron

2.57 2.28 3.63 4.55 2.45

M5Rules 2.71 2.13 4.81 4.59 3.08
SVM 3.16 2.23 5.61 2.54 1.74
ANN 0.92 0.98 0.88 0.97 0.96

Based on the results obtained by implementing feature selection techniques on the 
dataset, feature selection techniques can either improve or decrease the performance of 
machine learning models. The features removed, the algorithm used, data distribution, 
and data characteristics influence the outcomes of machine learning model creation using 
feature selection techniques. If the removed features are appropriate and the algorithm used 
is suitable for the data distribution, then the model’s performance will improve. Conversely, 
if the removed features are not appropriate and the algorithm is unsuitable for the data 
distribution, then the model’s performance will decline.

CONCLUSION

Based on the results obtained by implementing the ensemble method on individual models, 
it indicates that not all ensemble models improve individual models. Ensemble models can 
enhance individual models provided that the ensemble method and the individual algorithm 
used are appropriate, along with good data distribution.
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Based on the results obtained by implementing feature selection techniques on the 
dataset, feature selection techniques can either improve or decrease the performance of 
machine learning models. The features removed, the algorithm used, data distribution, 
and data characteristics influence the outcomes of machine learning model creation using 
feature selection techniques.
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